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Abstract—Advances in the fields of communication technology
and software, electrical and mechanical engineering enable the
replacement of a single robot by cooperative robotic team in
highly demanding applications, such as search and rescue. A
robotic team could perform better than a single robot, if certain
challenges, such as action planning, coordination, and decision
making, are successfully tackled. One key factor for the successful
performance of a robotic team is the multi-robot task allocation.
Specifically, the challenge is to define which robot executes which
task, considering an efficient solution for the successful comple-
tion of the complex mission. The task allocation could be even
more challenging when real-world communication constraints
and uncertainties are presented, such as limited bandwidth, high
latency and high packet loss. In the current study, we attempt
to resolve the issue of a cooperative robotic team under commu-
nication constraints. To reach this goal, the use of a distributed
world model for multi-robot task allocation is proposed. This
ontology based distributed world model is capable of successfully
handling to a great extent the aforementioned communications
limitations, thus allowing successful mission execution even under
harsh communication conditions. An efficient centralised task
allocation mechanism, using k-means clustering, is described,
and its performance is compared to a greedy centralised task
allocation method. Experimental simulation results indicate that
the efficient method performs better on average than the greedy
one, without extra time requirements.

I. INTRODUCTION

Recent advances in robotics have enabled the use of
teams of robots to solve complex real-life tasks. Using robots
means that tasks can be executed in a more safe and cost
effective manner than the past, where humans had to perform
these tasks. One particularly interesting and challenging area
for autonomous robotics is the underwater domain. Working
underwater is dangerous and challenging for humans, and the
use of autonomous underwater vehicles (AUVs) can lower both
the risk and the cost of underwater operations. Moreover it can
enable operations that were not possible for humans.

This paper focuses on underwater archaeological explo-
ration, as described in [1]. The mission examined is one where
a heterogeneous team of AUVs is required to search a specified
area for archaeological artefacts, inspect them and classify
them. At first AUVs with mapping and searching capabilities
(Search-AUVs or SAUVs) have to map the area and find
specific points of interest that have to be inspected. Then
another type of AUVs with inspection capabilities (Inspection-
AUVs or IAUVs) moves to these points of interest and inspects
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the targets. The targets are then classified as archaeological
artefacts or not.

For the successful mission accomplishment using a multi-
robot team, a structured approach to coordinate the execution
is required. The mission is decomposed to smaller tasks, able
to be executed by a single robot. Then the robots are required
to distribute and execute these tasks. The mission is considered
successful when all the defined tasks are successfully executed.
To make a decision upon tasks the robots must have a certain
level of knowledge about the world and a way to communicate
with other robots so as to coordinate, both in terms of motion
and action. There has been extensive literature regarding the
task allocation problem. However, it is usually assumed that
the communication among the members of the robotic team
is error-free. Real-world underwater communication can be
hindered because of high latency, high error rates and low
bandwidth, as discussed in [2], [3] and [4]. This implies that
with imperfect communication the information sharing and
task allocation among robots can be a quite challenging and
demanding problem.

To overcome the communication challenges, the use of
a distributed world model, as extensively described in [5]
and [6], is proposed. The distributed world model has the
responsibility to handle all the information sharing needs



among members of the robot team. Moreover, to increase the
planning capabilities of the robots, the ontology based world
model can be utilised as described in [7]. Additionally, the
distributed world model can be used for the multi-robot team
coordination, since the task allocation can be viewed as extra
information that has to be shared among the robots.

Regarding the task allocation an efficient centralised task
allocation method is utilised, implemented and compared with
a greedy centralised allocation method. In the centralised task
allocation one robot acts as a leader of the team and decides for
the other robots. In the greedy task allocation scheme, tasks are
allocated based on a greedy nearest neighbour approach. The
proposed method involves an efficient approach that utilizes
k-means clustering and a travelling salesman algorithm which
try to minimize the distance travelled by the robots.

The rest of the paper is organized as follows: In Section II,
a review of previous work on task allocation is presented.
In Section IIT background information regarding methods
used to solve the problem is presented. In Section IV one
challenging application of the multi-robot team is described.
Section V includes the efficient task allocation scheme that is
implemented to tackle the described challenges. In Section VI
the evaluation of the methods is performed. In Section VII
useful conclusions are drawn. Finally, Section VIII details the
future research directions.

II. PREVIOUS WORK

Research in the field of multi-robot task allocation has been
quite active in recent years. A key study formalizing the multi-
robot task allocation problem is presented in [8]. A newer study
regarding the taxonomy of the multi-robot task allocation is
presented in [9]. In [10] the multi-robot problem is viewed as
a sub-problem of the general distributed intelligence problem.
Additionally, in the same work a categorisation based on the
interactions among the team members is attempted.

In the literature, there are many solution approaches to
the multi-robot task allocation problem. In [11] a centralised
approach for the multi-robot exploration problem is presented.
There frontier search is used to explore an unknown environ-
ment based on the maximisation of a utility function. This
approach only considers robots that are able to communicate
with each other. An extension of this approach is presented
in [12] where the task execution utility is calculated based
on the information gain of the whole path the robot executes
and not merely from the destination. In [13] a centralised
behaviour-based architecture is presented. In this approach, the
robots have basic capabilities and they are matched with certain
tasks based on their expertise. This architecture can derive
an optimal allocation given enough time. In [14] a k-means
clustering method is used to balance the load on a multi-robot
team.

In robotics another important aspect is planning the task
execution. Ontologies have been proved to be able to facilitate
the planning process. In [15] a reactive planning system is
described that is able to re-plan the mission to accommodate a
component failure, thanks to semantic knowledge encoded in
the ontology. In [16] semantic maps are used to increase the
planning capabilities of the robot by using semantic informa-
tion and improve the planning efficiency. In [7] ontologies are
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Fig. 2. Clustering of 100 2-d observations in five clusters using the k-means
algorithm.

used to increase the robustness of plan execution and to aid
the planning effort in cases of plan failures.

III. BACKGROUND

In this section some background information regarding the
methods used in Section V are presented.

A. k-means clustering

The k-means clustering algorithm, presented in [17], is a
method of partitioning a set of observations into clusters using
some distance metric. Given a set of n observations X € R,
the algorithm tries to partition these observations into k sets
with & < n. It is achieved by choosing k centres C that
minimize the potential function,
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The algorithm is simple and can be seen in the following
listing:

1)  Randomly choose k centres C' = (cy, ..., ).

2) Foreachi€ (1,..., k), calculate the points of X that
are closer to ¢; than c; for all ¢ # j, and assign them
to cluster C;.

3) Foreachi e (1,...,k), set ¢; as the center of mass
of points in C;.

4)  Repeat steps 2 and 3 until C' not changes.

In this paper the k-means++ algorithm is used as it is
presented in [18]. This algorithm proposes a method to choose
the initial k centres and is shown to improve the speed and
the accuracy of the k-means algorithm. A clustering of 100
2-d observations using the aforementioned k-means algorithm
can be seen in figure 2.

B. Travelling Salesman problem

The travelling salesman problem is a famous problem
which tries to find the shortest path required to traverse a set



of n cities. It can be formulated as an integer programming
problem as shown below [19].

n n
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Where z;; denotes a path that goes from city ¢ to city j,
cij is the cost of travelling from city 4 to city j and n is the
number of the cities. u; and u; are artificial variables used to
ensure that only a single tour covers all the cities.

In [20] are provided methods for solving hard and large
scale TSP problems.

C. Distributed world model

Knowledge sharing among members of a robotic team
is crucial for the successful completion of missions where
adaptive behaviour is required. The distributed world model,
presented in [5] and in [6], provides a fully decentralised
knowledge-base system that utilises acoustic communications
to share knowledge among the members of the robotic team.
The distributed world model is capable of operating in chal-
lenging communications conditions (high latency, low band-
width, high error rates) which are typical in the underwater
domain [4]. Knowledge is represented using OWL ontology
language. The ontology based representation allows for a
structured representation of data and provides with methods
to inference and reason over the data.

In more detail, the world model runs on each robot as a
standalone server process. The other subsystems of the robot
can access the world model server through a client-side library.
The world model server also decides which information should
be forwarded to the other robots, based on their information
needs, and shares these updates in a push-based manner. This
method allows each robot to focus on mission execution and
planning, as the world model service handles the information
exchange among the team members. The higher level planning
uses a C++ client to query the ontology for information that
it needs. Additionally, the decentralized nature enables the
seamless operation of a vehicle even if it is temporarily isolated
from the other team members. The distributed world model
architecture is depicted in figure 3.

The ontology form that is applied is inspired from [21]. In
this work it is proposed that each variable as an instance of
the Attribute concept. The Attribute can have one or
more timestamped PropertyValues, each representing the
value of the variable at a specific time. This form allows the
synchronisation of data among the vehicles, especially in cases
where the communication is hindered by high latency and high
packet loss. Additionally, this ontology form allows the storage
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Fig. 3. The distributed world model architecture.

of the history of a variable. This aspect is significant as, the
robot can, for example, reason over the past and reach some
conclusion regarding the current mission status. In addition
the data logging allows for a full offline mission repeatability,
which makes possible a post-mission analysis.

IV. MISSION DESCRIPTION

In this section a mission relevant for the multi-robot team
performance is described.

The mission involves a target detection and classification.
In this type of missions the robots discover targets in an area
and then they classify them as a certain class of a real-world
object. In the current work the robotic team is assembled with
two types of robots: (a) robots capable of searching for targets
(SAUVs) and (b) robots capable of inspecting and classifying
the detected targets (IAUVs). The mission goal is to search
a specific area for targets to be inspected and then inspect
and classify those targets. The mission is completed when all
of the discovered targets are classified and the classification
information has propagated to the whole team.

To complete the mission a centralised task allocation
scheme is implemented. In the centralised task allocation there
is one SAUV which acts as a leader and assigns tasks to the
other AUVs of the robotic team. As the mission progresses and
new targets are discovered the leader AUV creates new tasks
and assigns them to the other robots. Whenever a new task
appears, the leader AUV selects the appropriate sub-team of
robots, based on their capabilities and their fitness to perform
the task, and finds the lowest cost robot and the task is then
assigned to that robot. The robots then find out the tasks they
have to execute from the world model and whenever a new task
is received, the robot tries to insert it into its current execution
plan by adapting its original plan.

The detection and classification mission was selected to be
investigated as it can be applied to various real-world scenar-
ios. This type of mission can be adapted to a search and rescue
mission, or to an archaeological search and recovery mission
or to a mine counter-measures mission. All the above scenarios
share a common action strategy: The robots should locate
certain targets, then classify them and finally act appropriately
according to some plan. To sum up, the selected mission is
believed to be quite challenging, with rich research opportunity
and highly potential, as it could be used for a wide range of
applications.



V. TASK ALLOCATION

In this section the efficient task allocation scheme is going
to be described. A detailed description of the proposed method
is given. For sake of completeness the greedy task allocation
method will also be described.

A. Efficient task allocation method

For the efficient task allocation and execution the tech-
niques described in section III are utilised. As targets are
discovered the leader AUV creates tasks for the inspection
of those targets. Then the leader AUV periodically tries to
assign these tasks to inspection AUVs in an efficient manner.
To do that it takes advantage of the spatial distribution of
targets by trying to cluster the targets using the k-means
algorithm. In each assignment iteration the leader AUV finds
which are the remaining targets to be classified. It then creates
clusters of targets, and then assigns one cluster to each robot
by calculating the minimum cost assignment based on the
distances of the robots from the cluster centres.

The periodical task assignment allows to cope with the
dynamic discovery of targets. As the mission progresses and
new targets are discovered the previously calculated clusters
will be invalid. By creating new clusters we ensure that targets
which are spatially close are visited by the same robot thus
minimizing the distance that has to be travelled.

The inspection AUVs on the other hand periodically check
for tasks that they have to execute. They then order the
targets they have to visit by solving the equivalent travelling
salesman problem. To solve the travelling salesman problem
two strategies are followed depending on the number of targets
to be visited. If the number of targets is low (i.e. < 8) an exact
solution is calculated by calculating all the possible solutions
and getting the one that minimizes the distance to be travelled.
If the number of targets is high then a simulated annealing
technique is used as described in [22]. The simulated annealing
method can provide close to optimal solutions with a small
computational cost.

Task execution is performed by always performing the first
task on the ordered list (FIFO scheduling). It should be noted
that as the tasks to be executed are updated periodically, the
task execution may be interrupted in order to execute a more
favourable task based on the new data received. This can help
the efficiency of task execution as the targets are dynamically
discovered.

B. Greedy task allocation method

In the greedy task allocation a simpler strategy is followed.
As new targets are discovered the leader robot creates tasks and
tries to assign them to the other robots. The task assignment
is more straightforward. The leader robot, knowing the targets
that are already assigned to the other robots, tries to find
which robot could insert this target to its existing tour with
the minimum cost. For the assignment, firstly the tour of
each robot is computed by using a greedy nearest neighbour
approach based on the already assigned targets. Then new
tours are computed including the newly discovered target. The
differences in cost are calculated by subtracting the cost of the
old tour from the new tour. Finally the target is assigned in

the robot that has the minimum cost increase for inspecting
the extra target.

The tasks in turn are executed by the inspection AUVs by
greedily selecting the nearest target that is assigned to them
and proceeding with inspection and classification of the object.

VI. EXPERIMENTAL RESULTS

To evaluate the performance of the two aforementioned
methods simulation experiments were conducted using the
communications and navigation simulator developed by the
Ocean Systems Laboratory. The simulation scenario is based
on the archaeological survey mission as defined in [1]. In
this scenario AUVs search, inspect and classify objects of
archaeological interest in a predefined area. The mission
requires the vehicles to allocate tasks to search, inspect and
classify a certain number of targets. For this scenario there
was two AUV types: (a) a single search AUV that detected
randomly generated targets and (b) a number of inspection
AUVs that inspected and classified the targets. The mission
was considered to be successful when all the targets were
classified. Experiments take into account the uncertainties and
restrictions in underwater communications (latency, low band-
width, errors). For the evaluation of both methods, a packet size
of 512 bytes and a packet travel time of 2 seconds were chosen
as they are typical values for underwater communications.
The search AUV detected targets at a rate of one minute per
target. Both methods are compared in the view of mission
execution time and energy efficiency, where energy efficiency
is measured by the total path length that has to be travelled by
the AUVs. Relative performance of the two techniques will be
compared as the quality of the communications link (packet
error rate) and the number of inspection targets are varied.

The first experiment was designed to test the time and cost
efficiency of each method in different values of packet error
rates. The vehicles had to inspect ten different sets of ten
random targets each. The packet error rate was incremented
from 0 to 0.8 with a step of 0.2. In figure 4 the average mission
completion time is depicted. It can be observed that in terms of
time efficiency both methods perform equally. As it is expected
the time to complete a mission rises as the packet error rate
becomes higher, and thus the communication becomes harder.
As shown in the figure the time grows with at least a quadratic
rate to the packet error rate.

In figure 5 the average total distance travelled by the two
vehicles is shown. The cost efficiency, which is measured by
the average total distance the inspection vehicles had to travel,
is generally in favour of the efficient method. As it can be
seen from the standard deviation analysis the efficient method
produces more consistent results.

The second experiment was designed to test the scaling of
the two methods in larger target numbers. The vehicles had
to inspect ten different sets of twenty random targets each.
The packet error rate was set to 0. The results, shown in
tables I and II are in accordance with the previous results.
The efficient method still outperforms on average the greedy
one while performing in almost the same time.
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VII. CONCLUSIONS

In this work the problem of multi-robot task allocation was
studied under high latency and unreliable communications.
Two task allocation methods were implemented and experi-
mentally tested. On average the efficient method performed
better in terms of cost, while not requiring more time to
complete a mission. The use of the distributed world model
has enabled the successful mission execution even under harsh
communication conditions with packet error rates reaching
80%.

VIII. FUTURE WORK

In this work significant effort was paid to successfully
implementing and testing the above efficient centralised task
allocation for the investigated mission. The conclusions from
the current work indicate that there is space for further im-
provements. It has been noted that the performance regarding
the mission execution time greatly decreases as the packet

TABLE 1. AVERAGE MISSION COMPLETION TIME FOR 20 TARGETS.

Average mission completion time Standard deviation
Efficient Method 35.54 1.13
Greedy method 33.39 1.44
TABLE II. AVERAGE TOTAL DISTANCE TRAVELLED FOR 20 TARGETS.
Average total distance travelled | Standard deviation
Efficient Method 457.75 70.52
Greedy method 490.02 109.04

error rate goes up. This is probably caused due to the high
communication demands of the centralised solution. It would
be interesting to investigate if the communication aspect of
the task allocation would drop by implementing a decentralised
task allocation scheme, where all robots act as equal peers, and
each robot decides which targets to inspect by itself only by
knowing the position of other robots and the position of targets.
Moreover, the decentralised task allocation scheme would
provide robustness to the mission execution, as the failure
of a single robot would not prohibit the mission execution,
compared to the failure of the leader robot of a centralised
team.
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